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Abstract

Extensive research has shown that software metrics can be used to identify fault- and failure-prone components. These metrics can also give early indications of overall software quality. We seek to parallel the identification and prediction of fault- and failure-prone components in the reliability context with vulnerability- and attack-prone components in the security context. Our research will correlate the quantity and severity of alerts generated by source code static analyzers to vulnerabilities discovered by manual analyses and testing. A strong correlation may indicate that automated static analyzers (ASA), a potentially early technique for vulnerability identification in the development phase, can identify high risk areas in the software system. Based on the alerts, we may be able to predict the presence of more complex and abstract vulnerabilities involved with the design and operation of the software system. An early knowledge of vulnerability can allow software engineers to make informed risk management decisions and prioritize redesign, inspection, and testing efforts. This paper presents our research objective and methodology.

1. Introduction

If you cannot measure it, you cannot improve it.
-- Lord Kelvin (1824-1907)

CERT/CC\(^1\) reports an overall 450% increase in the number of vulnerabilities reported between 2000 and 2005. Despite increased focus on new techniques for computer system security, the number of vulnerabilities reported increased 35% from 2005 to 2006. Rather than gaining a foothold on the security problem through our increased focus, we continue to lose ground. We must build better software.

Extensive research, including [29, 31-37, 42], has shown that software metrics can be used to identify fault- and failure-prone components and to predict the overall quality of a system early in the software development lifecycle (for example [1, 3, 10, 11, 15, 16, 24, 27, 28, 31, 36, 38, 39, 42]). In the fault tolerance discipline, a fault is an incorrect step, process, or data definition in a computer program [17] whereas a failure is the inability of a software system or component to perform its required function [17]. A fault is latent within a software product until it is revealed, if ever, as a failure via execution by a tester or customer.

The longer a fault remains in a pre-release product, the more time and resources will be required to find and remove the fault [2]. Limited resources preclude software engineers from identifying and fortifying all security risks. Given early, objective, and quantifiable indicators and predictors of software vulnerability, software engineers can strategically drive security efforts into the software development lifecycle (SDLC). Starting security early will afford developers enough time and resources to effectively improve security problems.

There are many methods (automated and manual) of vulnerability identification such as automated static analyses (ASA) of byte/source code, architectural risk analyses, risk-based security testing, functional security testing, penetration testing, and code audits. If ASA can represent or predict the results of the other vulnerability reporting methods, then an objective, repeatable, and automated means of accurate vulnerability identification is possible early in the SDLC. Our research objective is to create and validate a model that uses ASA alerts to identify vulnerability-prone and attack-prone components in a software product. This model can be used to inform risk management, prioritize re-design and direct verification and validation (V&V) efforts in the later phases of the SDLC.

\(^{1}\) http://www.cert.org/stats/cert_stats.html
A vulnerability is “an instance of a [fault] in the specification, development, or configuration of software such that its execution can violate the [implicit or explicit] security policy” [25]. We seek to parallel the identification and prediction of fault- and failure-prone components in the quality context to vulnerability- and attack-prone components in the security context. We define vulnerability-prone as a component that has a high probability that internal V&V efforts will find security vulnerabilities prior to release. A vulnerability-prone component relates to a fault-prone component in that the focus is on the existence of problems before release. An attack occurs when an attacker has a motive or reason to attack and takes advantage of a vulnerability to threaten an asset [14]. Therefore, we define a component as being attack-prone if it has a high probability that security vulnerabilities will be attacked after release. An attack-prone component maps to a failure-prone component because the focus is on failures that occur in the field.

The rest of the paper is organized as follows: Section 2 provides an overview of prior research on fault- and failure-prone components. Section 3 presents our basis for using ASA, and Section 4 details our research methodology. Finally, Section 5 summarizes this paper.

2. Background and related work

This section is organized as follows. Section 2.1 explains our definition of vulnerability, Section 2.2 provides information on ASA tools and Section 2.3 presents prior work on analyzing and predicting reliability.

2.1. Defining vulnerability

As mentioned in Section 1, a software vulnerability is an instance of a [fault] in the specification, development, or configuration of software such that its execution can violate the [implicit or explicit] security policy” [25]. The following are IEEE definitions [17] that serve as a basis for our definition and use of vulnerability.

Component - one of the parts that make up a system. [It] may be a hardware or software and may be subdivided into other components.

Architectural design - (1) The process of defining a collection of hardware and software components and their interfaces to establish the framework for the development of a computer system. (2) The result of the process in (1).

Error - The difference between a computed, observed, or measured value or condition and the true, specified, or theoretically correct value or condition.

Mistake - A human action that produces an incorrect result. Note: The fault tolerance discipline distinguishes between the human action (a mistake), its manifestation (a hardware or software fault), the result of the fault (a failure), and the amount by which the result is incorrect (the error).

Krsul [25] originally stated that a vulnerability is an instance of an error. Since we are relating to fault- and failure-prone components, we replace error with fault to simplify the nomenclature parallelism to reliability even though the second definition of error is essentially identical to the second definition of fault. We use the first definition of error in accordance with the fault tolerance discipline. A mistake is the human action that leads to the actual vulnerability in the software although the vulnerability may never be exploited.

Error may need refined in the security context because the outcome of an attack may not be immediately known. Also, it is not clear how to measure the difference between the value of a valid computation and the exploit or result of an attack. For example, the difference between a valid input string for a software system and the exploit that causes a buffer overflow and spawns a root shell may not be trivially differentiated. A risk analysis that indicates business impact from the attack may be more useful than the error.

In practice, vulnerabilities have been distinguished into three categories: design flaws, implementation bugs, and operational vulnerabilities [9, 26, 41]. The definitions of each are as follows.

Implementation bug - a vulnerability at the code level, such as buffer overflows, not checking return codes, and unsecured SQL statements [26].

Design flaw - a vulnerability that is related to the design of the system and can occur even if the program is well-coded. Examples of design flaws include a lack of or incorrect auditing/logging, ordering and timing faults, and improper authentication [26, 41].

Operational vulnerability - a vulnerability in the configuration, environment, or general use of the software [9]. For example, an unsafe open () on a file where read/write locks on the same file are possible by other users in the system.

These three vulnerability categories and descriptions are not standardized and the set of vulnerabilities that belong to each is subject to much contention. Security experts see vulnerabilities at different levels of abstraction. For example, a buffer overflow could be considered an implementation bug because a developer failed to set a limit on a call to the
strcpy() C library function in their source code. The same vulnerability could be considered a design flaw because variables, program state, and function arguments are adjacent on the stack in the architecture of the C programming language and thus apt to be overwritten.

We employ both definitions of fault from the IEEE dictionary. The first definition states that a fault is a defect in a hardware device or component. The inclusion of “component” enables us to apply vulnerability to architectural designs and operational vulnerabilities. The second definition gives a more precise meaning than the first definition since “defect” is not defined by IEEE.

According to McGraw [26], up to 60% of security vulnerabilities are design flaws. The quantity and severity of ASA alerts would, therefore, need to detect the three classifications of vulnerabilities to be an effective predictor for the overall product. ASA tools analyze code and we therefore suspect that the analyses will reveal more implementation bugs than design flaws and operational vulnerabilities. The predictive part of this research will attempt to indicate the existence of the more complex and abstract design flaws and operational vulnerabilities based on the presence of ASA alerts.

2.2 Automated Static Analyses

An ASA tool analyzes the content of a software system without executing the code [17]. ASA tools can be run on developers’ desktops, integration environments, at build-time, and at major milestones of the software process [4] to make informed decisions early in the development phase.

Increasingly, ASA tools are being used to identify security vulnerabilities [5, 6]. ASA tools are faster than a manual security analysis and encapsulate security knowledge that is known by the expert tool developer but may not be known by the tool operator/software developer [6], which has contributed to the rise in adoption [4]. ASA tools can detect calls to potentially insecure library functions, bounds-checking errors and scalar type confusion, type confusion among references or pointers, memory allocation errors, and pointer-aliasing. ASA tools can also perform control- and data-flow analyses and scan for conditions based on customized rules.

2.3 Metrics and predictors for reliability

There are many metrics and models that have been used for predicting the reliability of software after release. A component is fault-prone if there is a high risk that faults will be discovered during [verification] [18]. Fault-proneness can be estimated based on measurable software attributes if relations are found between these attributes and fault-proneness [8]. Failure-prone components are components that are likely to fail after release. The metrics derived from fault-proneness often yield models that correlate the metrics to failure-proneness [7]. Research in this field has been directed in two main directions: 1) the definition of metrics to capture software complexity and testing thoroughness; and 2) the identification and experimentation of models that relate internal software metrics to fault-proneness [8].

There have been several recent research efforts on internal static software metrics (i.e. metrics obtained without executing source code) and external software metrics such as quality. Nagappan et al. [30] performed an analysis on Windows Server 2003 where they compared the defect density of components identified by ASA to defect density of components determined by testing teams, integration teams, build results, external teams, third parties, etc. found before the release of the software. They used a Spearman rank correlation to show a statistically-significant positive correlation between the two defect densities. Based on these results they used data splitting techniques to build multiple regression models for estimating the actual defect density with ASA tools. Their models yielded a similar relationship between estimated defect density and actual defect density. Thus, the alerts generated by the ASA on Microsoft-centric source code are a viable means for predicting actual defect density.

There have been many analyses that show object-oriented (OO) design metrics are good predictors of quality [10, 11, 39]. One such suite of metrics is the Chidamber and Kemerer (CK) metrics suite which is composed of six OO metrics: Weighted Methods Per Class (WMC), Depth of Inheritance Tree of a Class (DIT), Number of Children (NOC), Coupling Between Objects (CBO), Response for a Class (RFC), Lack of Cohesion in Methods (LOCM). Zhou et al. [43] have examined the effectiveness of a subset of the CK metrics suite to determine if the metrics can accurately predict faults when fault severity is considered. The CBO, WMC, RFC, and LCOM metrics are statistically significant for predicting fault severity. However DIT is not and NOC is only significant with low severity faults. When the metrics are applied to predicting fault-proneness, the metrics have limited usefulness with high severity faults.

Discriminant analyses have been used in many instances to distinguish the quantity of faults in fault-prone and non-fault prone modules [12, 13, 20-23].
Discriminant analysis is a statistical method that categorizes components into groups based on metric values. Recently, modules have been classified as being fault-prone and non-fault-prone using discriminant analyses against alerts generated by ASA [30, 42]. Nagappan et al. [30] demonstrated that they could distinguish 82.91% of their components. Due to the proprietary nature of their work, Type I and Type II misclassifications are not reported in their work. The classification results indicate that a strong enough difference can be made between faulty and non-faulty components to confidently prioritize the allocation of testing resources and inspections. Zheng et al. [42] correctly classified 87.5% of the modules in their study when number of ASA faults and number of test failures are considered. They increased their classification to 91.7% when the models used the number of ASA faults and normalized test failures density or the number of test failures and normalized test failures density. These percentages indicate that ASA can be used to classify fault-prone and non-fault-prone modules. Our research will further these findings to determine if ASA and other security metrics can classify vulnerability-prone and attack-prone modules based on discriminant analyses.

3. Quantity and severity of automated static analysis alerts as a metric

Few validated code-level security metrics can be found in the software engineering literature [40]. Currently, a prime candidate internal metric is the quantity and severity of security-related ASA alerts. ASA tools have become astute at identifying implementation bugs, but cannot be relied upon to detect design flaws [6, 30]. However, studies have indicated that ASA alerts can be used to predict the presence of classes of problems beyond the specific implementation bugs for which there is a bug pattern coded into the tool [30, 42]. These studies indicated that ASA tools can identify which components in a software system have the most problems and that ASA tools can be used as an early estimator for overall defect density.

The ultimate goal of our predictive model is to be able to discriminate between a vulnerability- or attack-prone component and a component without security concerns using the most information possible for each component. Risk can then be assessed on the vulnerability- or attack-prone component to prioritize which components are re-designed, inspected by a security expert, or undergo extensive penetration (or other security) testing. Differences in the ease of exploiting a vulnerability and the value of the targeted asset may reveal that some types of vulnerabilities (1) are more likely to escape discovery during V&V efforts; and/or (2) are more likely to be attacked than others.

4. Research methodology

We outline four steps in our research that will ultimately yield a model to distinguish vulnerability-prone and attack-prone components. The primary metrics used for this analysis are the quantity and severity of alerts generated from ASA. After the four steps are completed, then the procedure will repeat to stabilize and validate the model.

4.1 Step One: Industrial data collection

Our research will be fueled by post hoc examination of industrial data. For each code base, an ASA will be performed along with meticulously examining defect records from inspections, testing, and customers. From the myriad of defects reported, those related to security concerns need to be filtered from other defects (e.g. reliability and performance) for the inclusion in our model. Prior to beginning this step, a measurement framework will need to be developed to make this classification objective and repeatable.

4.2 Step Two: Statistical relationships

The data from Step One will be fed into statistical models to examine the correlation between the static analysis alerts and the actual quantity of vulnerabilities and/or attacks identified later in the development process or by customers. The correlation may indicate that alerts are good predictors of vulnerability.

4.3 Step Three: Discriminant analysis and ranking

Discriminant analysis is a statistical technique used to classify components into groups based on metric values. The purpose is to determine the class of an observation based on a static analysis alerts. A model is built based on a set of observations for which the classes are known. This set of observations is sometimes referred to as the training set. Based on the training set, the technique constructs a set of linear functions of the predictors, known as discriminant functions, such that

---

2 http://www.resample.com/xlminer/help/DA/da_intro.htm
from Step Two.

The components based upon the value of the model components are classified, we can also rank the risk of (2) attack-prone and not attack-prone. Once the vulnerabilities-prone and not vulnerability-prone; and model developed in Step Two. The groups are (1) vulnerabilities-prone and not vulnerability-prone, and (2) attack-prone and not attack-prone. The results of this examination should be fed into the design and source code of the components classified incorrectly (the false positives). The long term goal is to develop a stable model for classification that meets or surpasses an accuracy goal, such as “95% of all components are classified properly.” As the model is stabilizing, a thorough examination of the design and source code of the components classified incorrectly (the false positives and false negatives) will yield insight into the metrics that should or should not be included in the model. The results of this examination should be fed into the next iteration of Step One of this iterative research process until our model stability goal is reached.

4.4 Step Four: Examination of Results

A comparison of the model classification from Step Four and the actual vulnerability and/or attack metrics will reveal the following results:

- True positives: the component is classified as vulnerability- and/or error-prone, and the actual results are consistent with the prediction.
- False positives: the component is classified as vulnerability- and/or error-prone, but the actual results indicate no appreciable security problems.
- False negatives: the component is classified as not vulnerability- and/or error-prone, but the actual results indicate appreciable security problems.

The long term goal is to develop a stable model for early and good indicators of vulnerability and attack will inform risk management and prioritize re-design and V&V efforts in the later phases of the SDLC.

5. Summary

Extensive research has shown that software metrics can be used to identify fault- and failure-prone components and to predict the overall quality of a system early in the software development lifecycle. Our goal is to parallel this work in the security realm. We will attempt to develop a model for the identification of vulnerability-prone and attack-prone components. The metric used to build the model will be based on alerts (e.g. alert density) generated by ASA of source code. The verification of ASA alerts as early and good indicators of vulnerability and attack will inform risk management and prioritize re-design and V&V efforts in the later phases of the SDLC.
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